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Abstract
An infinite system of hard spheres in R? undergoing Brownian motions
and submitted to a smooth pair potential is studied. It is modelized by an
infinite-dimensional Stochastic Differential Equation with a local time term.
We prove existence and uniqueness of such a diffusion process, and also that
Gibbs states are reversible measures.
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1 Introduction

In [Kol37], Kolmogorov discovered an important connection between time
reversible diffusions and Gibbs measures in the context of finite-dimensional
processes. Here, we extend this problematic to the case of some infinitely
many interacting diffusions. More precisely, we consider an infinite system
of hard spheres in R? undergoing Brownian motions and submitted to the
influence of a smooth finite range pair potential.

On one side, systems of infinite Brownian particles (i.e. spheres with
radius 0) with smooth pair interaction have been treated in a pioneer work
by R. Lang [Lan77], and then by J. Fritz [Fri87]. On another side, a system
of infinitely many Brownian spheres without external potential was studied
by H. Tanemura [Tan96]. In the present paper, the model is a mixture of
both models. We deal with Brownian motions submitted to the sum of
a hard core potential and a smooth finite range pair potential. We prove
existence and uniqueness of a solution of corresponding equation (£) stated
in section 3, under the condition that the initial density of spheres is small
enough (condition z < z. in Theorem 2.3, which is natural from a physical
point of view). We also obtain that Gibbs initial measures are reversible.

Let us just mention that the law of such processes could be studied from
Dirichlet form point of view. H. Tanemura [Tan97] did it for pure hard core
systems. See also the work of H. Osada [Osa96] and M. Yoshida [Yos96] for
a large class of potentials.

After a second section where notations are introduced, in section 3 we
present the infinite dimensional equation (£) and we state the results. The
sequence of approximating solutions is built in section 4. In section 5 we
prove technical estimates needed in section 6, for the convergence of the
approximations. Finally, section 7 is devoted to complete the proof of the
main results.

2 Configuration spaces and notations

The particles we deal with in the present paper evolve in R?, for a fixed
d>1, endowed with the euclidian norm denoted by | |. B(xg, p) will denote
the closed ball centered in zp € R? with radius p and more generally, for
any subset A in R?, we let

B(A, p) = {z € R? such that d(z, A)<p}

where d(z, A) denotes the (euclidian) distance between A and z. By sim-
plicity, the volume of a subset A in R? is also denoted by |A|.

The modelization of point configurations may be done in two equivalent
ways: the first possibility is to represent an n points configuration in R% as
a subset (with multiplicity) of cardinal n in R?, that is as an equivalence



class on (R?)™ under the action of the permutation group S, on {1,...,n}.
The second possibility is to modelize it as a point measure 7" | J.

More generally, the set of all point configurations in R? will be the set M
of all point Radon measures on R?, that is

M= {g = Z d¢, such that & € R? and VA compact in R? LE(A) < —|—oo} ,
i€eICN

endowed with the topology of vague convergence.
We introduce the following notations.

e For A Cc R% Ny, is the counting variable on M:

Na(€) = Card{i € N,&; € A).

e For A C R%, B, is the o-algebra on M generated by the sets { Ng = n},
n €N, B C A, B bounded.

e 7 (resp. m4) is the Poisson process on R? (resp. on A) with intensity
measure the Lebesgue measure dx (resp. dz|a).

The particles we deal with in this paper are not reduced to points but
are hard spheres of radius r/2, for a fixed » > 0. So the set of “allowed
configurations” is the following subset of M :

A = {{ € M such that Vi # j |& — &|>r}.

Let us denote C(R*, M) the set of continuous M-valued paths on R, en-
dowed with the topology of uniform convergence on each compact time in-
terval. The subset of all “allowed” configuration evolutions is

C(R*, A) = {X € C(RT, M) such that Vt>0 X (t) € A}.

Remark 2.1 : We study here the evolution of a particles configuration
under the influence of an interaction potential with finite range R. Then
a fixed particle can interact with at most a finite number N of particles,

(B+r/2)¢

which is clearly bounded by RO

3 Statement of the results

Let (©2, F, P) be a probability space with a right continuous filtration {F; }+>0
such that each F; contains all P— negligible sets and let (W;(t),t>0);en be
a family of F;-adapted independent d-dimensional Brownian motions.



We consider the following infinite system of stochastic equations :
For i € N,t € RT,
1 t
Xlt) = Xi(0) + Wilt) = 5 3 [ VlXils) = X, (s))ds
t
+ 3 [ (il = X)Ly (o

JjeN

where
o (X;(t),t=0);en is a continuous A-valued process, i.e. satisfying

| Xi(t) — X;(t)] = r for t=0 and i # j;

e ¢ is a smooth stable pair potential with finite range R;

o (Li;(t),t=0); jen is a family of non-decreasing R*-valued continuous
processes satisfying :

t
Lij(0)=0, Lij=Lj and Li(t)= /O T (s)-x; () =r AL (5)

By convention, we will always take L;; = 0.

A solution of the system (&) is a family (X;(t), L;;(t),t=0,4,j € N) (or
simply (X;(t),t>0);en) of processes such that the equation (£) and the above
conditions are satisfied.

Then the interaction between the coordinates of the process derives from
the action of two potentials :

e ¢ a pair potential, function on R? of class C? with finite range R > r,
i.e. satisfying p(z) = 0if |z|>R and ¢(z) = ¢(—x) (then Vi (0) = 0).
We denote by ¢ the following lower bound :

@ = inf p(z) <O.

e ¢ a r-diameter hard core pair potential i.e. such that i (z) = +oo if
|z| < r and ¥ (z) = 0 otherwise.

We now define the set G(z) of Gibbs states associated to the potential
© + 1 with activity parameter z € RT. For each compact subset A of R?,
let us define a local density function by :

Na(€) 1
fa(€ln) = e—ZIAIW Ta(éanac) exp (— 5 oG —8) = > el&i—mn)) @)
g



where ZM7 is a renormalizing constant determined by

+o00  _n
z
ZM =% n!/An La(Eanac)exp(= D @(&=&)= D w(&—my))dér---d&,
n=0 1<i<jsn 1<i/§\n
n;EA°

and £xnae is the element of (R?)N which coincides with € on A and with 7
on A°.

Definition 3.1 A Probability measure p on M belongs to the set G(z) of
Gibbs states with activity z and associated potential @+ if and only if, for
each compact subset A C RY,

du(§|Bac)(n) = fa(€ln) dna(§)  for p-a.e. n

The set G(z) is convex and compact. Since ¢ + 9 is a potential which
is superstable and lower regular in the sense of Ruelle [Rue70], G(z) is non
empty but the question if G(z) is reduced to only one measure for z large
enough is still an open problem .

The main results of this paper are the following theorems, proved in
section 6.

Theorem 3.2 The continuous gradient system (£) admits a solution with
values in A for all initial configuration which belongs a.s to a set A C A
defined by the equation (20). This solution, denoted by (X*°(t),t>0), is
Markovian and is unique as element of C C C(RT, A), a subset of reqular
paths defined in section 6.

exp(2N£)
(R4 —r) |B(0,1)]

The A-valued process solution of (£) with an initial configuration distributed
like p € G(2) is reversible.

Theorem 3.3 Let z < z. be a fized activity, with z. =

Remark 3.4 : The existence of a critical value for the activity z is
natural, it is related to the still open problem of percolation for the hard
core continuous system. The value of z. given here appears for technical
reasons in corollary 5.5, where a percolation type estimate is computed.

4 Construction of approximating processes

The solution of (£) will be constructed as a limit of approximating processes
(XYen+, by penalization. In this whole section, | € N* and A = [—1,1]¢ are
fixed.



For an allowed configuration 1 concentrated outside A, we fix a RT-
valued function ¥ on R? which is C? with bounded derivatives and vanishes
on every = € A such that xn is an allowed configuration, that is

P(z)=0 o zeAandazne A <& €A andd(z,n)>r

We extend the definition of 1" to configurations € A not necessarily
belonging to (AN by b7 = gpliac,
We also suppose that, for every n € A,

> [ niwo expl=e@) do < 1. )

leN*

(Choose for example ¢ (z) = 1135(x) where § is a C? function with bounded
derivatives which is equivalent to d(-, A — B(nae,r)) on R%.)

For n € A still fixed, and for n € N*, let us now study the n-dimensional
stochastic differential equation :

Vie{l,...,n}, V=0,
AXi(1) = dWi(t) — 5 (VO X() + 30 VlXalt) — X,(0)
Jj=1,...,n
(&) £ V(i) ) )i
Jmjehe
3 (0 - X)L (1)
\ 7j=1,...,n

It is a stochastic equation reflected in A N (R%)"™ with drift —%Vﬁf{n where

1
@, me) = Y (@) + 3 > elwi—z)+ Y plzi—n)).
i=1,...,n j=1,..,n J,n;ENC
J#
(3)
It has a unique strong solution for each initial configuration = € AN(R%)™
(see th 5.1 of [ST86]). We will denote this solution by X" (z, ).

Proposition 4.1 The law, denoted by Qi{n, of the solution of (57[{") with

o iy In - ) In . .
initial condition vy" is reversible, where vy is the finite measure defined on

(RE)™ by

dyfl’"(xl, Cey X)) = exp(—ﬁfﬂ(xl, cenyTp)) Ta(zy, .. oymy) doy ... day,.



Proof of prop 4.1

In this proof, I, 77 and n are ﬁxed hence we drop the indices and simply
write 3, v, @ for 571 , i ) L , etc. Thanks to theorem 5.1 of [ST86] again,
the stochastic differential equation

Viec{l,...,n}, Vt=0, xc AnRI)"
Xi(t) = 2+ Wilt) + /0 S (Xi(s) = X;(5)) dLis(s)
Lij(t) = Jo Tx,o-x,(ol=r ALij (5)

has a unique strong solution, whose law on C([0,77],.A N (R)") is denoted
by P" . It is known (see e.g. th 1 of [ST87]) that the measure P =
1) An(Rd)n P dx is time reversible.

If Q7 is the distribution of the unique strong solution of (5,1{") starting
from z, and Q = fAm(Rd)" Q" dv(x) is the law of the solution with initial
distribution v, applying Girsanov theorem, we can compute the density :

0 1
% (x) = (—2 (BOX(O) + BXD))
[ X V0K (66 - X566 Lo

4,j=1,...,n

+/0 (FA5X6) = GITAXE) ds)

Since P and ﬁ are invariant with respect to the time reversal, @ is time re-

versal invariant too, which exactly means that the solution of (5 ) starting
from v is reversible. B

The finite measure /5" on (R4)™ is an approximation of the distribution

of n particles under (¢ + v)-interaction in A. We now define a Probability
+oo

measure x4 on U (Rd)” which will represent the distribution of a random

n=0
number of particles in A, this number following a Poisson distribution with

intensity measure z dx, by :

+oo
VonAlx-.-xAnx--'eHBOT((Rd)")

n=0 oo (4)
1 2"
lu’lm(AOXAIX.”XAnX“.):Zl,n50n!Vnm(An)



where Z'" is the renormalizing constant (with the convention Vé’"({@}) =1).

+oo
Similarly, consider the Probability measure on U C(RT, (RH)™) defined by
n=0
+oo

1 z
Ln _ < Obn
n=0

This reversible law is obviously the distribution of the unique strong solution
XU of the following finite (but random)-dimensional stochastic equation :

( Vie{1,...,N} where N := Card(X""(0)) Vt=0
dXI(t) = dWi(t)

N
1 Lm¢xbn Lin L L
—5 (v, EL TN XN 5 Vel ) (D)t

N
(EM DX - X)) dLi ()
j=1

Vi,j € {1,...,NYLyT = L5, LY7(0) =0,

Ji (%]

¢
Li’jn non decreasing and V¢>0, Li’jn(t) = / ][|Xl’7](S)*Xl’n(s”—rdL’lijjn(S)
0 i J N

Xn (0) (i) Iul,r]

Finally, let us randomize the external configuration 7 and consider the
following infinite dimensional stochastic equation

(Vi € N such that X!(0) € A ,Vt=0
1
dX}(t) = dW;(t) — 3 (W}“X“O) (X[(1)) + > Vo(Xi(t) - Xj-(t)))dt
J

l + Y (X[t — X5(t)) dLi(t)

(&) 5, X1(0)eA

Vi € N such that X/(0) ¢ A X/(-) = X}(0)

Vi, j Lé]’ = Lé@-, Léj (0) =0, Léj non decreasing

t
and V>0, LL;(t) = ][Xg(O)eA]IX;(O)eA/O ]I|Xf(s)—X§(s)\:rdLlij(s)

For each deterministic initial configuration X'(0) € A, the equation (£!) has

a unique strong solution (X!, L!) since it reduces to the dynamics of (£;7)
with n = X!(0) N A° and n = Card(X'(0) N A).

5 Estimates on the path set

In this section, we want to prove that the probability of trajectories of
particles which interact too much, vanishes asymptotically when [ — +oc.
We will use this result to construct the limit of (X'); in the next section.



5.1 Probability of fast motion

We obtain (in prop 5.2) an estimate of the probability, under @', that a
particle moves “too fast”. We first compute the probability of fast motion
between two fixed bounded domains in R

Let Ag and A7 be bounded subsets of R%, ¢ > 0 and § €]0, 7.

Fm(Ay, Ar,e,0)
={X €C([0,T],A),Ti s.t. X;(0) € Ay, X;(T) € Ar and w(X;,0,T) > e}

where w(X;,0,T) = sup |X;(t)—Xi(s)]is the usual modulus of continuity
t—s|<é
(lgsil,gT

of the path Xj.

Lemma 5.1 There exists a constant Co=0 depending only on T, z, R, r,
d and o, such that for each Ay, Ar bounded subsets of R and each e > 0,
d €]0,T], we have :

62

1
WLEN" Wne A QYI(Fm(Ao, Ar,e,0)) < Co (Aol +]Ar]) 5 exp(—5o<)

For every K € N*, ¢ > 0 and § €]0,7], let Fm(K,e,6) be the following
event :

Fm(K,e,0) ={X € C([0,T], A) s.t. i, X;(0) € B(0, K) and w(X;,0,T) > e}

Proposition 5.2 There exists a constant C1>=0 depending only onT, z, R,
r, d and @, and a constant Cy > 0 depending only on T and d, such that :

VK e N* Ve>0 V5€)0,7] VIeN* Vne A
2

1
QY(Fm(K,e,6)) < Cy K* 5 eXp(—Cg%)

Proof of lemma 5.1
We first need an estimate of Q5"(Fm(Ag, A, e,8) N (RY)™).

By construction, the processes :

t
(Wit = X0 0) = X170 0) 4 5 [ it )
0

]

[ X ) - X e)azi )

=1 1<i<n
— 1 [T
and (m(t) = X[T = 8) = XD 45 | VB (s))ds
T—t
T
_ X%’Thn _ Xl'zrhn dLl777’n )
/ L2 G- X ONLE),



are both n-dimensional Brownian motions on [0,7] starting from 0. Re-
marking that

(W(t) FW(T — 1) — /W(T))

1
vte[0,7] Xbmn(t) — Xb1(0) = 5

we obtain :

i"(Fm(Ao, Ar,e,8)) N (R)")
Jdin s.t. XZ(O) Ay XZ(T) € Ar and

€ Ao,

= QL sup |[Wi(t) — Wi(s) + Wi(T —t) = Wi(T — s)| > 2¢
t—s|<d
(lési‘EzT

< Q" (Bin s.t. Xi(0) € Ap and w(W;,6,T) > ¢)
+ Q%n (EIiSn s.t. X;(0) € Ap and w(Wi,57 T)>e¢

< Z Vi (i € Ag) Q" (w(Wi,6,T) > e)
+ Z Lz € Ar) QL (w(Wi,8,T) > ¢)
<n Ql’”( (W1,0,T) > ¢) <V£L’77(x1 € Ag) + Vé’”(xl € AT)) .

By the scaling property of the Brownian Motion and Doob’s inequality we
have the upper bound :

2

QL (w(Wy,8,T) > ¢) < sz exp(— 205)

According to the definition (3) of ﬁf{", since ¥"">0 and by remark 2.1 :

ﬁi{n(l‘la'--’l’n) 2 QNSO_'—ﬁn 1($27"'7$n) (5)

which implies that
Vi € Ag)
L,
= / Tpea, Ta(zr, ... zn) e PR (@ tn) qo o da, (6)
(RA)m
< eV Ao v (R
and the same result holds for Ap. This leads to the estimate :
Qﬁ%n(fm(AOa ATvg 5) (Rd)n)
<ne eyl (R (| Aol + |Ar]) 2\f ~ exp(—

2

205)

10



and summing this over n we obtain the desired result :

QY (Fm(Ao, Ar,e,0))

+oon

ZMZ QL"(Fm(Ag, Ar,e,8) N (R)™)

2 +00 n—1

<——e N2 (| 4o| + |Ar]) 2v5 = exp(——>z(z y (RYY)

N7t 200 n—1)!
g2
< Co(lAol + |Arl) + exp(— )
with Co =2v5 T = 6_27£. [ |

Proof of prop 5.2
For jin N, let a; = K + \/TT‘SQ +207'j. The sequence (a;); increases from
ag = K+ TT‘€2 to +00. By definition,
QY (Fm(K,e,6))

= Q" (i, |X;(0)|<K and w(X;,8,T) > ¢)
< Q" (i, [X(O)I<K and w(Xy,6,T) > ¢ and |X(T)]<a0)

+2Ql”7 X;(0)|<K and a; < | X;(T)| < ajy1)
< Ql’” (Elz ]X( )ISK, | Xi(T)|<ao and w(X;,9,T) > ¢)
T 2
+ZQZ’" (0)|<K. a; < [Xi(T)| < aj1 and w(X;, T.T)? > — + 20T7)

Using lemma 5.1 and remarking that A T< 5, we obtain :

Q"(Fm(K,e,9))
2

1 5
< d d : _c
< Gy <[i +(a0)?) |B(0,1)] 5 exp(—:) .
oo 1 T | 90T
d e _ (., 0\d - _ 6 ==Y
+ Co 'Eo (K + (aj+1)" — (a;) ) [B(0,1)] exp< 20T >
J:

< CO‘B(SW@—&Q/QM(KCI )+ K4 E el + E (aj+1)" = (aj)h)e ).

But (aj41)? — (aj)d<2dmd(aj)d and a; < 2 K /20T max(1, \/TEQ) for
j7=1. This leads to :
g2 Te?

ln Sti o d -
Q" (Fm(K,e,6)) < C 5 exp( 205)K max(1, 5)

where C*! is a constant depending only on R, r, ¢, d, T and z. This
completes the proof. |

11



5.2 Probability of large chains

We introduce the notion of (R + €)-chain of particles.

Definition 5.3 Let x € A and ¢ > 0. For each subset {x1, -+ ,x,} of
verifying |x1 — za|<R+¢,- -+, |Tp_1 — zp|<R + €, the set U] B(zij, R+ ¢)
is called an (R + €)-chain of particles of x.

Figure 1: Example of an (R + ¢)-chain (pigmented in grey).

Now, let us fix K € N*, M € N* and ¢ > 0 and let Ch(K,M,R + ¢)
denote the event that there exists an (R + ¢)-chain of M particles with one
end inside of B(0, K), that is :

Ch(K,M,R+¢)
={ze A, Iz, ---,xp} subset of z,
|z1] < K and |x1 — 29|<R+¢,--- ,|zp—1 — zp|<R+ ¢}

Our aim here is to estimate the probability, under /7, that such a chain
exists.

Proposition 5.4 For every K € N*, M € N* and ¢ > 0, and for every
l e N* and n € A, we have :

1

,ul’n(Ch(K, M, R+¢)) < Rd _,d

From this proposition, we easily deduce the following corollary.

12

K4 (z |B(0,1)] exp(—QNE) ((R—i—s)d _ Td))

M



Corollary 5.5 There exists a critical activity z. = % such that

for z < z. one may find some constants g €]0,1[, C3=0 and Cy > 0, only
depending on z, R, r, ¢ and d, such that

VEK,M,l e N*¥ne A, Ve<eg, p"(Ch(K,M,R+¢))<C3 K% e 1M,

Remark 5.6 :Proposition 5.4 still works for pure hard core interaction
(R=r and ¢ =0). In this case :

Ln d M d AN\M!

P (CR(E, M, R+ ))<K% (2| B(0,1)]) ((r eyl —p )

The condition on z disappears since z. = 4o00. Our method is then an
alternative elementary proof of lemma 3.1 in [Tan96|, which was proved
using powerful results of percolation theory.

Proof of corollary 5.5

If z < z. then one can ch0§e €o small enough to have
e~ =2 |B(0,1)] exp(—2Ny) ((R+¢e9)?—r%) < 1. This gives the desired
result with C3 = |

1
Rd_pd-

Proof of prop 5.4
By definition of p (cf (4) ) we have

1 n
WOCHE M R+2) = Y % V(R Ch(K, M, R+ €))(7)
n>M
But
v (Ch(K, M, R +¢))
M-1
n! L,
= Bl @) Ty, o, dzy - - - dz,.
(n — M)' »/.z;\ﬂRd" € |I1|<K ZIJI |xi_xz+1|<R+5 L1 Ln

Iterating inequality (5) established in the proof of lemma 5.1, we have :

U (21, @) = 2M N+ BE7 ) (@i - @) (8)
So we have :

V5 (Ch(K, M, R+ ¢))

nle=2MN¢ M1 L d(n— A1)
S (n—M)! Jgam Lo <xc 1_11 L oi—aia|<hre doy - -dea v, 7 (R )
— 1=
nle 2MN¢

< T A ) (o =BV K B(0,1)

13



Introducing this in (7), we obtain :

pb(Ch(K, M, R+ ¢))

ZM Zn—M I _ ((R 4 E)d _ T’d)M
) Rd(n—M) Kd B(0.1 M —2MNg
YAl =, (n _ M)!anM( ) ‘ ( ) )’ e (R + E)d _pd

=

1
< Rd—rd

<

K? (21B0.1)] % (R + o) )"

5.3 Probability of too high interaction between particles

Let Bt(m,a) denote the following set of “bad trajectories” :

Ji,w(X;, 2, T) > £ and 3T, | X;(t)|<a + 2m?
or

Bt(m,a) =< X € C(RT, A), TFk,j€{0,...,mT — 1}, there exists an (R + &9)—
chain of particles of X (%) which intersects
both B(0,a + j7) and B(0,a + (j 4+ 1)7)°

where m and a are in N* and ¢ has been defined in corollary 5.5.

Proposition 5.7 If z is small enough (z < z.), we have for m,a € N*

Vie N*, Vne A, QY (Bt(m,a)) < Cs a? e Com
where C520 and Cg > 0 depend only on R, r, ¢, d, T and z.

Proof of prop 5.7

1
m
1
< Qlﬂ? (HZ, w(XZ, 7’T) > % and |Xz(0)‘<a—|— 3m2>
m
+ Q" (3, |X;(0)] > a+ 3m? and LT, |X;(t)|<a+2m?).

But the second term of this bound is smaller than

—+00
> QM (Fia+ 2+ j)m? < |X;(0)|<a+ 3+ j)m® and w(X;, T,T) > jm?) .
j=1

Thus using prop 5.2, we obtain the new upper bound :

1

QM (Eli, w(X;, —,T) > %) and LT, | X;(t)|<a+ 2m2>
m

“+o00 .
02502m ng2m4

C .
v >+;;<a+<3+a>m2>dexp<— )

<Cy mla+ 3m?)? exp(—

v
<CL a e Cem

14



for Cf and C§ well chosen, depending only on R, r, ¢, d, T and z.

We now have to bound

there exists an (R + g9) — chain of particles
QY [ 3k,je{0,...,mT —1}, of X(%) which intersects
both B(0,a + j%) and B(0,a+ (j +1)%)°

Thanks to the stationarity of Q7. this probability is smaller than

mT—1mT—1 there exists an (R + £¢) — chain of particles
< Z Z pb |z € A, of x which intersects
j=0 k=0 both B(0,a + j7) and B(0,a + (j 4+ 1)7)°
mT—1
m m
< T pbn (Ch — + R AR )
jz_;m I (a+jz+R+e [T(R—i—so)} +&o)

Because of corollary 5.5, this is bounded by

< (mT)? Cs (a+m? + R+ gp)? exp ( - C4(ﬁ — 1)>

1!
< Cg ad e—C’Gm

for some CY, C{ depending only on Cs, C4, R, g9 and T. This completes
the proof with C5 = max(C§, CY) and Cs = min(C§, Cf). |

6 Convergence of the approximations

The aim of this section is to prove the convergence of the sequence (X!);
to a limit process X*°. We shall check in the next section that X is a
solution of (£).

Through this whole section, p will denote a fixed element of G(z) with
z < z¢, and we also fix a p-distributed random variable X*°(0) on (2, F, P).
As we will prove in Proposition 7.5, this means that we first construct the
process X in the reversible situation.

For each | € N*, X! denotes the solution of (') on (£, F, P) verifying
X'(0) = X>°(0). As usual for infinite-dimensional stochastic equations, we
define a set 9 C Q of full measure and study (€') only for w € €.

For each p, T'€ N* and I>p + 1, let m(p,1,T) and a(p,l,T) be integers
defined by :

I—R—p—1

m(p, 1, T) = T 1

] and a(p,1,T) = p+m(p, 1, T)T.

They verify

a(p,1,T)=p +com(p, 1, T)T, alp,l,T) +m(p,l,T)>+1<1—R o
and 32, a(p, 1, T)% e~ Com(plT) < 4o
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(recall that g has been defined in Corollary 5.5).

Let Qo= {w € Qs.t. Vpe N VT € N* 3y € N*, Vil
Xl(wv ) Q Bt (m(p7 l7 T)a a(p7 la T)) and
X (w, ) & Bt (m(p, 1,T),a(p,1.T)) |
Proposition 6.1

(i) For every w in Qq, every T € N* and every i € N, the sequence
(Xf(w,t),Lﬁj(w,t),j € N,t € [0,T))ien+ of elements of C([0,T],R? x
RT) converges in the sense of uniform convergence of continuous paths
to a limit denoted by (X (w,t), gy (w,t),7 € N,t € [0,T]).

Moreover, this sequence is stationary :
VweQ VYT eN' VpeN' Vist |XPw0)|<p o, Vil
Xf(w, ) =X>(w,) and Vj € N, Lﬁj(w, ) =LY (w,-) on [0,T].
(ii) Furthermore, the convergence holds in C([0,T], M) for each T € N*:
Yw € Qo, X®(w, ) = lim;_ ;o X' (w,-) on [0,T).

(iii) P(Q0) = 1 and then the sequence of processes (X')jen+ € C(RT, M)
converges in distribution to the process X*° € C(R™, A).

Proof of prop 6.1
We first prove that € is of full measure :

P(Q — )

<Y P( N U {Xl e Bt (m(p,1,T), a(p,1,T)) UBt (m(p,l—l,T),a(p,l—l,T))})
p, T'eN* loeN* [2>]p

According to Borel-Cantelli lemma, it is enough to prove that, for p, T € N*

+oo
ZP (Xl e Bt (m(p,l,T),a(p,1,T))UBt(m(p,l —1,T),a(p,l — 1,T))> < 400
=1

(10)
From now on, let us fix p, T" and [ and simply denote by Bt the set

Bt (m(p,1,T),alp,1,T)) U Bt (mip, — 1,T), alp, 1~ 1,T)).
We shall show (step 1) that

zAn

P(X'e Bt)</AQl’”(X € Bt) du(n) +2/A (1 - Zm) dp(n)  (11)
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and (step 2) that, for n € A,
An

— L
0< 11— i < zexp(—2Ny) /Rd Lyin(zyso exp(—¢""(x))dx. (12)

This two inequalities imply the summability (10) (use (9), assumption (2) on
¥ and prop 5.7 about the exponential decrease of Q""(X € Bt) uniformly
in 7).

Step 1 : Proof of (11)

/AE (][Xlegt\xl(o) = n) dpu(n)
— //E(]leegtxl(o):ﬁmm) dp(€[Bac)(n) du(n)
AJA

P(X! € Bt)

By definition of X! and X', for n,& € A s.t. Nac(€) =0:

0<E (Tyrepe | X'(0) = éamnc ) = B (Txnep | X(0) =€) < 1.

These inequalities imply that :

P(Xl € Bt)
Ql”(X € Bt) du(n)
/ ‘“m (1Bac)(n )‘ (Nacus(mracs) = 0) + 1" (NacUp(pe ) >1) di(n).

But \u = 1Bre) )| (Nacup (e ) = 0)

- Z n' /(Rd (H ][giEA]Id(WnAC,Ei)ZT> ]IA(€17 cee agn)

—BR"(E1rfn) =B (E1seeniEn)
AR o ZAm

1 = zZ" L,n
- ’zz,n — x| 2 o /A La(Eanac) e €8 d, .. dg,
n=0
ZAm
= ’ Zin

and similarly

0< :U’lm (NACUB(nAc r) 21
OO n n
- Zl,n Z ) / <1_[1 I[&GA][d(nﬂAc,&Dr) Ta(6r,---56n)
1=

e B E1bn) ge, L dg,,

ZAm
T ogln
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Step 2 : Proof of (12)

1
——(zbn — ZzAhm)
Zl,nl roo . .
= 02 01 [ (1- [T s (&) dér -+ déa

1 o= 2" L,n "
<Zlﬂ7nzo i L o= (617...{")(,21]le’n(gi)>0) ¢y - - d&,

= iz

PRER L —gbN(E1) o~ 2N =B (€2,6n)
\%Z = n/Adene e N BZi @S ) dEr - dEn

< p(2Ng) [ Tngn exp(—07(@) da

Proof of prop 6.1 (i)

In this whole proof, w € Qy, T' € N* and p € N* are fixed, and we also fix
an | > lp (which appears in the definition of Q). Consequently, m(p,l,T)
and a(p,,T) are fixed too, and will simply be denoted by m and a.

For k between 0 and mT — 1, let C(w) denote the union of B(0,a +m? —
(k +1)2) with the (R + £o)-chains of particles of X'(w, £) which intersect
B(0,a+m?* — k).

Since w € Qp, CL(w) C B(0,a + m? — k2*). We also introduce

Jh(w) = {i € Ns.t. X!(w, £) e Cl(w)}, which by definition verifies :

k

k
Vie J(w) Vi¢J(w) ’Xf(w,m)—X]l-( )‘>R+50

w, —

m
and :Vie Jh(w) |XN(w, %)‘ <a+m?—k
Since no particle of X!(w,-) in B(0,a + m?)

a time period of length %, one has in fact

kE k+1
vie i e |2 2L

m
T
moves for more than £ during

X! w,t) — Xhw, )| > R+ %0
(13)

m

and (recall (9) )

3 k k+1 m €0
Vi e J! vie |2 2T ’)d ,t‘g 2_ L0 R
i€ Jy(w), € [m - ] i(w,t)| <a+m Tt

which implies that no interaction is possible during the time interval [%, %]

between the particles of J! (w) and the other particles, and that X' () (X (w, 1))
vanishes for ¢ in [k @] Remark that

m’ m

k
jéJ(w) = ‘X]l-(w,m)’ >a+m?— (k+1)%+(R+eo)

18



and that the same argument of “slow motion” implies that for each k in
{0,...,mT — 1},

k+1 m 3
. l l 2 _ - Z
J € hw) = |Xj(w, - )‘>a—i—m (k+1)T+R+450
k41
— X, 2) & Ol (@) C BO,a+m? — (k+ 1))
= & Jkn(w). (14)

In this context, the equation (£!) verified by X!(w,t) for t € [%, %] reduces
to the following equation called (E(k, J\(w))) :

k k 1 [t
Xiw,t) = X, E) + Wi(w, t) — Wi(w, E) —5 /k Z V(X! — X (w, s)ds
m jeJ}(w)
t
+ > (Xi(w,s) = Xi(w,9)) dLij(w,s), i€ Jh(w) (15)

m jeJh(w)

Now remark that all that has been done for X!(w, -) can be done for X!+ (w, ).

And we similarly obtain that (Xf“(w, t),t e [ﬁ B+l

, is the solu-
)

tion of the equation (£(k, JiT (w))).

But since X!(w,0) = X*(w,0) = X*°(w,0) and L!(w,0) = L+ (w,0) = 0,
the sets J}(w) and JiT (w) are equal and (£(0, J§(w))) is the same equation
as (£(0, Jg™ (w))). Then for t € [0, 7.

Vi, j € Jh(w) = JéJrl(w),Xf(w,t) = Xf“(w,t) and Léj(w,t) = Lijl(w,t)

and because J} (w) C J&(w) (and idem for JI™ (w)) this in turn implies that
Ji(w) = Ji (w).

By induction, we thus obtain that
Vke{l,...,mT -1} J(w)=J"(w)

and Vk € {1,...,mT — 1} Vi,j€ Ji(w) Vte0,(k+1)/m]
XHw,t) = Xf“(w,t) and Li-j(w,t) = Llijl(w,t).
This means that X}(w,-) and X! ™ (w, ) are equal on [0, T] fori € J! . ,(w),
and the same result holds for (Léj (w,-))i,; and (Léjl(w, -))i,j because Léj (w,-)

and Llijl(w, -) identically vanish for i € J' ;. ;(w) and j & J. ;- | (w) (re-
calling (13) ).
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Now, using once more the “slow motion” property of X! and (9), we see
that

€

1XP(w,0)|<p = XHw,T) e B(0,p+ ZOmT) C B(0,p+ comT) C CL 1 (w)
= i€ Jpr_1(w) (16)

and since p may be chosen arbitrary large, Proposition 6.1(i) is proven. W

Proof of prop 6.1 (ii) and (iii)

Recall that M is endowed with the vague topology. Then the convergence
of (X!(w,-)); takes place in C([0,T], M) if and only if, for f € C.(R?),

l—+o0

Zf(xf(w,t)) _ Zf(Xfo(w,t)) uniformly in ¢ € [0, 7.

Since f has a compact support, all the terms in the above sum vanish except
at most for a finite number of indices. Thus the convergence follows directly
from Proposition 6.1 (i).

The convergence in C(R™, M) is defined as the convergence in C([0, 7], M)
for each T' € N*, which is proven in Proposition 6.1 (ii). W
7 Proofs of the main results

The main Theorems 3.2 and 3.3 are now consequences of Propositions 7.1,
7.4 and 7.5.

Proposition 7.1 The process (Xfo(t),Lff(t),i,j € N,t € R") defined in
proposition 6.1 is a solution of equation (£).

For T € N* fixed and for m,a € N*, let Bt(rm, a) denote the following
subset of Bt(m,a) (defined in section 5.3) :

~ 1
Bt(m, a) = {X € C(RT, A),3i, w(X;,—,T) > %0 and It<T, | Xi(t)|<a + 2m2}

and
Q(h, @) = limsup {w € Qo, X'(w, ) & Bt(im, a)}

[—4o00

Lemma 7.2 For eachm,a € N* one has P(Q(1n,a)¢) < Cs a® e=C6™ where
C5>0 and Cg > 0 are the constants defined in proposition 5.7.

Lemma 7.3 For each m,a € N* one also has

Yw e Qm,a), XP(w,-) & Bt(m,a).
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Proof of lemma 7.2

By definition of Q(m, a) and thanks to Fatou lemma

P(Q(m,a)°) < liminf P(X'(w,-) € Bt(m,a)) < liminf P(X'(w,-) € Bt(in,a))

l——00 l—400
Exactly the same computation as the one proving inequality (11) gives :

A,
P(X € Bi(in.)) < [ QUK € Bitin.a) du(n) +2 | (1= Z0) duto)

< Chale Com 4 52N / Lyin(z)>0 exp(— b (x))da
R4
by using Proposition 5.7 and inequality (12), which completes the proof. B

Proof of lemma 7.3

According to Proposition 6.1(i)
VweQy VieN 3peN Vizly XPw,-)=X(w,-)on[0,T].
Consequently, for w € Q(m,a) and for i € N, there exists an [ € N such that

1
X (w, ) = Xl(w, ) on [0,7) and (w(X}(w,), =, T)<T or [X}(w,.)| > a+2m?)
m

And thus w(X®(w,), =, T)<L or VI<T, [XP(w, )| >a+2m? N

Proof of prop 7.1
Step 1 :

For the first part of this proof, T' € N*, p € N* are fixed; we choose m = p
and a = [p + oI + R|, and we fix w € Q(p,a). We freely use here the
notations and results of Proposition 6.1 (i). In particular, in the equation
(15) the sum over j € J}(w) of the interactions with the ith coordinate may
be replaced by a sum over j € N.

Recalling (14), the assertion (16) implies that :

Vk e {0, - ,mT —1}, {i e Nst. | XP(w,0)|<p} C Jh(w).

We then obtain that for ¢ such that | X (w,0)|<p and ¢ € [0, T7,

Xl w, ) = Xfo(w,O)JrWi(w,t)—;/ S V(X! (w, 5) — Xh(w,5) ds
0 jeN
+/0 Z(X;(w,s)—x;(w,s)) dL;(w,s). (17)
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Remark that & verifies @+ 2p?>p + £ 2LpT + R so for I’s such that Xl w,") ¢
Bt(p,a) we have :

VieN |[XPw0l<p = Wel0T] |Xwt)l<p+ 2T

Vj € N, [X°(w,0)] > p+ %%T+R — VIST [ Xk(w, )] > p+ %OpT—l— R

(18)

Since w € §(p,a), there exists an infinite number of indices ! such that
XUw,-) & Bt(p,a) and equation (17) holds for this indices [. Equation (17)
still holds if we replace the sums over j € N by sums over {j,|X7°(w,0)|<p+
2 pT + R}, due to (18) .

For this infinite number of I’s, for all ¢ s.t. | X°(w,0)|<p , for t € [0,T7,

Xl w,t) = Xlw,0)+ Wi(w,t) (19)
—;/0 Z Vo(XH(w,s) — le-(w,s)) ds

3,1X5°(w,0)|<p+F pT+R

+/() Z (Xf(w, 5) — Xé(w, s))dLﬁj(w, s)

3,1X5° (w,0)|<p+FpT+R
We can choose an [ large enough such that (19) holds and :
. €0
Vj such that [X7°(w,0)[<p + EpT + R, X]l-(w, ) = X7°(w,-) on [0,T].

Consequently (19) holds also with X instead of X !, Now use lemma 7.3 :
X®(w,-) & Bt(p,a) because w € Q(p,a). As already remarked it is then
equivalent to sum over j € N or over {j, [X7°(w,0)|<p + FpT" + R}.

The final result of this step is thus :
Vp € N*,VYw € Q(p, [p + % pT + R]), Vi such that ]XOO )|§p, vt € 10,77,

X (w,t) = X (w,0) + Wi(w, t) / ZVgp — X7°(w, 8)) ds
JEN

/ Z (X7(w, 8) = X7°(w, 8)) dL;Y (w, s)

JEN
Step 2 :
Let Q(T') = limsup Q(p, [p + %OpT + R]) and O = m Q(T) C Q.

p—too TeN*

PQ(T)%)

N

>~ inf P(Qp,[p+2pT + R])"’)

> 4
PO>1 PZP0

Z inf Oy [p+ 2pT + R]¢ e Cor
Sy p2e0 4

=0

N

22



thanks to lemma 7.2. Since this holds for each 7' € N*, one has P(£);) = 1.
By definition of €21 :
Yw € O, VT € N*,Vpy € N*, Ip=pp, Vi such that | X °(w,0)|<p Vit € [0,T]
1 t
XE () = X20,0) + Wilwort) = 5 [ 3 VolXPl,5) - XP(w,5)) ds
0 jen
t
[ ) = X5 ws8) L (w,5)
0 jen
Since P(€) = 1, this proves that X is a solution of (£).
Step 3 :
To obtain a solution of (£) with deterministic initial configuration, we dis-

integrate the solution X°° obtained above. This provides with a solution of
(&) for each configuration in a set A, with '“(Au) =1, and then globally for

each configuration in
A=U U 4. (20)
2<ze ueG(z)

Proposition 7.4 The process (X°(t), L35 (t),4,j € N,t € R") is the unique
Markovian solution of equation (E) inside of the class of paths C defined as
follows :

X € C(RT, A) belongs to C if there exists € > 0 and p € N* such that
for all T, p,mg € N* there exists an integer m>=myg, a sequence 0 = ty <
t < -0 <ty =T in Q verifying tp1 — tk<% and bounded open sets
Co,C1,- - ,Cry_1 in R which satisfy
B(0,p+mT) C Cpy—1 C B(Cpyy—1,€) C Cppr—g -+ C Cy C B(0, p+mT+mP)
and Vk € {0,--- ,m’' — 1}, d({zj(u),j € N*,u € [ty, tg41]},0Ck) 25 + <.

Proof of prop 7.4
We first check that for w € 1, X*®(w,-)€C:

We choose € = ¢g and p = 2. For each T,p and mgy in N*, one may
find I>lp(w, T, p) large enough to have m(p, 1, T') >mgy and m(p, [, T)}T@.
Then m = m(p,1,T), m' =mT, t = % and

m R+ eg k. R+ ¢
- B( 2_ = ) | J ( (W, —), )
Ck 0,p+mT+m (k:+1)T + 5 U B X7 (w, m) 5
ieJ}
are convenient choices.

The basic idea of the proof of uniqueness inside of the class C is to decompose
the time in a union of intervals [k/m, (k 4+ 1)/m], on which each coordinate
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of the process is the unique solution of a finite-dimensional stochastic dif-
ferential equation like (15). It is then a direct generalization of Lemma 5.4
in [Tan96]. So we omit it.

Markovianity :

It is clear that if a process Y belongs to C, all the time-translated processes
0sY = Y(s+.),s > 0, belong to C too. Moreover, let X*°(¢,z) denotes
the solution of (£) for an initial condition z € A. Then, since ;X (., z)
belongs to C and is a solution of equation (£), by the uniqueness property
proved above, the following distributions coincide : the conditional law of
X°(. + s,x) given the o-algebra F, and the law of X°(., X*°(s,z)). This
is the Markov property. B

Proposition 7.5 If u, the law of X°°(0), belongs to G(z) , then the process
X solution of equation (£) is a reversible process.

Proof of prop 7.5

Since X*° is Markovian, it is enough to prove that, for f, g bounded contin-
uous functions on M with compact support and s,¢ > 0,

E(f(X%(s)) g(X*=(1))) = E(F(XZ(1)) 9(X™(s))) (21)

Equality (21) holds if the following equality holds :

lim B ((X'(5)) g(X'(8)) = F(X'(8)) 9(X'(s)) =0

l—+o00

Like in the proof of (11), we go back to the process X", which, by Propo-
sition 4.1, is reversible when its initial distribution is p"" :

B (£(x1()) 9(X'(0) = F(X'(1) 9(X'(5)))
= |1 B (X)X D) — FXU)g(X! ()X (0) = Enme) dp(€lnne)du(n)]|
= | B (FCXM(s)g(XM(0)) = FXM(0)g(X17(5)) | XP1(0) = €n) du(€lmae ()|

< LaLad (X () 9(X (W) = S(X (1) (X (5)) dQ™(X) dput)|
+ 2 supec |£(€)] supeealg(©] [4 (1= Zrr) duln)

The first term of the sum vanishes and the second term tends to zero.
|

Acknowledgments : We are grateful to R. Lang and H. Tanemura for
helpful discussions on these topics.

24



References

[Fri87]

[Kol37]

[Lan77]

[Osa96]

[Rue70]

[ST86]

[STS7]

[Tan96]

[Tan97]

[Yos96]

J. Fritz. Gradient dynamics of infinite points systems. Ann. Prob.,
15:478-514, 1987.

A. N. Kolmogorov. Zur Umkehrbarkeit der statistischen Naturge-
setze. Math. Ann., 113:766-772, 1937.

R. Lang. Unendlich-dimensionale Wienerprozesse mit Wechsel-
wirkung. Z.W., 38:55-72, 1977.

H. Osada. Dirichlet form approach to infinite-dimensional Wiener
processes. Commun. Math. Phys., 176:117-131, 1996.

D. Ruelle. Superstable interactions in classical statistical mechan-
ics. Comm. Math. Phys., 18:127-159, 1970.

Y. Saisho and H. Tanaka. Stochastic differential equations for mu-
tually reflecting Brownian balls. Osaka J. Math., 23:725-740, 1986.

Y. Saisho and H. Tanaka. On the symmetry of a reflecting Brown-
ian motion defined by Skorohod’s equation for a multi-dimensional
domain. Tokyo J. Math., 10:419-435, 1987.

H. Tanemura. A system of infinitely many mutually reflecting Brow-
nian balls. Probab. Theory Relat. Fields, 104:399-426, 1996.

H. Tanemura. Uniqueness of Dirichlet forms associated with sys-
tems of infinitely many Brownian balls. Probab. Theory Relat.
Fields, 109:275-299, 1997.

M. Yoshida. Construction of infinite dimensional interacting dif-
fusion processes through Dirichlet forms. Probab. Theory Relat.
Fields, 106:265-297, 1996.

25



